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Introduction to tuning and reasons to tune
I Application versus systems

Tuning methodology

Anatomy of response time

Data collection and reporting facilities

Getting started: monitoring, DFHOSTAT, end-of-day (EOD) statistics
Examples of resources to tune

Summary
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Why tune?

A Poor response times
I Application versus system
I Network
I DASD

A Increased workload
I Consolidations
I Increased volumes

A Hardware considerations
I Postpone upgrades

A Application costs

A Learning experience
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When I s tuning usually pe

A When problems or issues occur

A Why not tune regularly?
I Lack of resources due to budget cuts, staff reductions
i Lack of knowledge
I Lack of interest i application or file tuning
I Dependence on outside parties
i Al &1 bdbbke dondt fix 1 to attitude
i Third party packages and applications
i ROI cannot be determined in advance
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Rul es before start

To To To To Do Do Do D»

(6]

Tuning dowamonta@p i vity

Make changes to address major constraints

One major change at a time

Some changes require iteration to find the right values
Change should be done gradually and monitored
Tuning will not always be effective

Do not tune for the sake of tuning

Have a fallback position

ng
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Met hodol ogy

Observe

Meagure

Analyze
React

Verify

Implement
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Met hodol ogy

General performance tuning guidelines:

A Observe
I Understand your startup procedure and workload
T Set realistic objectives
i Develop a baseline to which you can compare
A CPU Utilization: overall and CICS
A Number of tasks per day or hour: peak and average
A Response times

A Measure
i Identify areas to tune
T Determine measurement timeline
T Select tools to be used

A IBM supplied: DFHOSTAT, EOD Statistics, CICS tables/RDO information, LISTCAT etc.

A Third party monitors and tools
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Met hodol ogy

A Analyze
T Review outputs
i Identify tuning opportunities

A React

I Make appropriate changes
A Use test or quality environments first
A Word to the wise
i Make major changes one at a time
T Follow installation standards: change management
A Ensure backup or fallback plan is ready
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Met hodol ogy

A Verify

T Review results from changes

I Make appropriate changes, as required
A Some tuning may require several iterations: for example LSR pool tuning

I Go back to the Measure step until changes are meeting your objectives

A Implement
T Move to production and go back to the Observe step
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Met hodol ogy

erformanc
nt

required

ge and

change
nor mal
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Knowing CICS or your application

No two CICC systemse are the
came !

You muet know both CICC and
the applicatione before you ean
effectively determine
performance.

CICS Performance and Tuning 101
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Performance opportunities

Response time problems

Processor overloaded

CPU problems and costs

Provision for increased workloads
Availability and reliability problems
Lack of certain types of CICS resources
Capacity planning base line

Realization of new technologies

To To To To Do Do Do D»
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Response ti mes

A

13

System response

Allocation of resources
Processor speed
Design of application code

Network response

Transmission through the network

DASD response

Caching and buffering to reduce or eliminate

Increased workload

Can cause failures in otherwise stable environment
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Response ti mes

14

Q\Ion-Conversation_gD

Transaction
Task

Input

Conversational

Transaction
Task
— Input- [ Work |-Output- dk - Input-[ Work |-Output-

Pseudo-Conversational

Output

Task Transaction Task

~Input- [ Work |-Output- &k — Input-[ Work |-Output—
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CICS tasks and progr ams

Program
Program TASK

A Atask is an instance of a transaction started by a user. Program
Program
A When a user types in data and presses Enter or a gggr’g }TASK pRNEACTN
Function key, CICS begins a Task and loads the -
necessary programs. Program }TASK J
Program
A Tasks run concurrently. Therefore, a user can run
multiple instances of the same transaction e )
simultaneously. } TASK ONE
Please Enter -
A CICS multitasks giving fast response times. o
- TASK TWO
A CICS runs each task, briefly giving CPU to each one. Description j

Quantity

15
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EXEC I nterface

A

16

CICS programs look like
batch with the insertion of

Execute CICS commands.

The CICS commands are
used to request Services.

CICS commands must be
translated into COBOL
prior or during program
compilation.

APPLI CATI ON

{ COBOL
EXEC CICS ...,

{ COBOL

EXEC CICS ...........

{ coBoL

EXEC CICS ...........

{ COBOL

SYSTEM

}DFHETC

}DFHEI PR | 2T

}DFHETS
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Response ti mes

Total Regponge Time
Cusgpend Time . Dicpateh Time
A A A AlA A 4 A A '
1" Diepateh Deolay Digpateh Wait CPU Time T
Traneaction Ctart Trgngaction End
Higher Priority Work
Come Type of Wait Other MVE Work
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Anatomy of response ti me

A Response time consists of two elements:

1. Suspend time: the time a task is not executing (waiting).

2. Dispatch time: the time that CICS thinks the task is executing. This
time is further divided into:
A. CPU time: the time the task is executing on CPU.

B. Wait time: the time the CPU has been taken away from the task
without the knowledge of CICS.

A CPU to dispatch ratio:
I Ratio = (CPU time/dispatch time) * 100
I Objective is 80% or higher
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Types of waits

here are many type of waite that are attributed )
to trancaction cugpend time:
.@ Terminal Wait
0 TC/TD Wait
O File s RLC Wait
0 Journaling Wait
@ Inbound/Outbound Cocket Wait
O Inter-region (MRO/ICC) Wait
0 Other ...
* ENQ Wait (Local or Global)
* Interval Control Wait (Time)
* Lock Manager Wait
* External Wait
* CICC Waite (COC/MXT)
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Resource | oad

Traditional Regponge Time
Regeponse|
Ti"l@ - Thig ie unacceptable reeponee time
- Thig ie accoptable reeponse time
- Thie ie good reeponee time
|

Traneaction Workload
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21

nstrumentation dat a

CICC Ctaticties
C.M.F.
Aux. Trace
IBM CICC Performanece Analyzer
Omegamon/CICS
The Monitor for CICC
SN \' Qorvice Level Reporter
GTF Trace
RMF Reporte
CAC/Meryll's code for CICS
_ C\TREK
/LUICTCAT
DFHOCTAT (CTAT)
IPCS (Real Bad Headachel)

and meas.
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Do Do Do Do oo Do ()

CS monitoring facility

CMF collects data about all transactions in CICS
Records are written to SMF for later offline processing

CMF collects four classes of data: exception, identity, performance and
transaction resource

CMF can produce a significant volume of data
CICS compresses the data by default
To exclude monitoring data fields, use a monitoring control table (MCT)
To process output use:
I Tivoli Decision Support for z/OS
I CICS Supplied sample program DFH$MOLS
I CICS Performance Analyzer (CICS PA)



CMF data types

A Exception Class
I Information about resource shortages encountered
A Queuing for file strings
A Wait for Temporary Storage buffers
I Highlights problems in CICS system operation
I ldentifies system constraints that affect performance
I One exception record written for each condition that occurs

A Identity Class
A Provides enhanced audit information

A Captures identity propagation data from a client system across a
network for eligible transactions



CMF data types

A Performance Class
I Provides detailed transaction information
I Processor and elapsed time
i Ti me spent waiting for I/ O, etceée
I One record per transaction
A Transaction Resource Class

I Additional transaction level information about individual resources
accessed by a transaction

I Items such DPLs, file and temporary storage queues
I One transaction resource record per transaction monitored

I Record cut only if transaction accesses at least one resource being
monitored



DFH$ MOL S

A Sample program supplied with CICS that can process and print
SMF records produced by CMF

A Can also produce output data sets from compressed records for
use by other analysis products

A Sorts and prints monitoring data based on parameters passed

A Can select or exclude data for printing based on applid, userid,
tranid, task number, etc.

A SMF data set must be unloaded prior to using
A MCT is key to determining how much data is collected



Cl
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CS Monitoring Cont

CEMN CICS Monitoring Control Facility CT52 CICSTS52

Type in your choices. When finished, press ENTER,

1tem Cholice Possible choices
Monitoring Status ===> ON ON, OFf
Excepticn Class ===> ON_ ON, OFf¥
Performance Class ===> DON ON, OFf

Resource Class ===> ON ON, OFf

Identity Class === QOFF ON, OFf

DPL Respurce Limit ===> 8 9, 1-84 DPLs
File Resource Limit ==z) 8 @, 1-64 Files
Tsqueue Resource Limit ===> 18 9, 1-84 Tsgqueues
Compression Status ===> YES No, Yes

Converse Status ===) YES No. Yes
Syncpoint Status === YES No, Yes

PFi=Help 3=End 5=0ptions 9=Error List

r ol
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CS Moni

toring Control

(2] DESCRIPTION OF
The settings shown
Monitoring Status
Exception Class
Performance Class
Resource Class

Identity Class

DPL Resource Limit

File Resource Limi

Tsqueue Resource L

PF3=2Return 7=Back

CEMN Help: CICS Monitoring Control Facility

FIELDS 1

on the main panel are:-

t

imit

8=Next

= Whether monitoring is required.

- MWhether exception class data is required,

- Whether performance class data is required,
- Whether resource class data is required

= Whether identity class dats is reguired,

- The maximum number of DPLs (Distributed
Program Links) for which resource class
data is collected

= The maximum number of files for which
resource class data is collected,

=  The maximum number of TS queues for which
resource class data is collected.

ENTER=Return

CICS Performance and Tuning 101
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CICS Monitoring Control F

CEMN Help: CICS Monitoring Control Facility

(3] DESCRIPTION OF FIELDS 2
The settings shown on the main panel are:-
Compression Status - Whether monitoring data is to be compressed.

Converse Status Whether separate performance clase records

are produced for conversational tasks,

Syncpoint Status - Whether separate performance class records
are produced for syncpoint reguests.

PF3=Return 7=Back 8=Next ENTER=Return
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Cl

29

CS Moni

t or |

ng

CEMN
Type in your choices. When
Item

Frequency

Application Naming Status

RMI Status

Time Option

PFl=Help 3=End

finished, press
Choice
=> 040000
===> NO
===> VYES
=> LOCAL

CICS Monitoring Control Facility

ENTER

Possible choices

0, 000100-240000

No, Yes
No, Yes
Gmt, Local

CT52 CICSTS53

(hhmmss)

BeError List

Control

CICS Performance and Tuning 101
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CICS Monitoring Control F

CEMN Help: CICS Monitoring Control Facility

{2) DESCRIPTION OF FIELDS
The settings shown on the option panel are:-

Frequency - Interval at which CICS produces performance
class records for leopg-running tasks

Application Naming Status - Whether CICS application naming support
is enabled.
RMI Status - Whether additional performance monitoring

is active for CICS resource managers

Time Option - Whether the time stamp fields are returned
in GMT or local time

PF3=Return 7=Back 8=Next ENTER=Return
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CICS statistics

To T I

Too oo oo o

Statistics domain collects a variety of data
Written to the SMF data set

Provides information about resources and domains

I Counts and wait times for resource requests

I Processor and storage use
Certain statistics counters can be reset when records cut
Interval recording can be set on/off using STATRCD (SIT)
Records can be processed by DFHSTUP or DFHOSTAT

Records can be processed by Tivoli Decision Support for z/OS or CICS
Performance Analyzer (CICS PA)



When does CICS collect st

A Interval statistics
I Atintervals set: default every hour
I Requires STARCD=0ON in SIT
I Can be turned on using SET command
A End-of-day statistics
I When CICS shuts down either normal or immediate
I At midnight (by default) in 24/7 operations
A Requested statistics
I EXEC CICS Perform statistics record
I EXEC CICS Set statistics RECORDNOW
I CEMT Perform statistics
I Can be issued with any combination of resources
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When does CICS collect st

A Requested Reset statistics
I EXEC CICS Perform statistics record RESTNOW
I EXEC CICS Set statistics RECORDNOW RESETNOW
I CEMT Perform statistics all RESTNOW
I Differs from Request Statistics as counters are reset
I Causes loss of data since the last statistics interval
A Unsolicited statistics
I Collected for resources allocated or de-allocated
I Written to SMF before resource is deleted

T Produced for resources such as, Atom Feeds, Autoinstalled Terminals, Files,
DB2, FEPI, IPCONN, etc.
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DFHOSTAT

A RDO Group DFH$STAT contains required definitions
Transaction identifier is STAT
COBOL sample provided in source and load format

Good example of the use of EXEC CICS Collect Statistics

o o Do D»

Output information includes:
I Dispatcher, Storage, Loader, etc.

A Spool = YES must be specified in the SIT



DFHOSTAT

Sample Program - CICS Statistics Print

02/16/2015 ©03:06:43

Last Reset
Next

Collection

repor

Current Statistics Settings

Statistics Recording
Time

.

selections

ire being used

Fi=Help F2=Refresh F3=Exit Fd4=Report Selection F5=Print

Type in destination fields if required. Press Enter to print
Jobname. CICSTS52
Applid CICSTS52
Sysid. CT152
Node x Type in a valid Node. * is default
Userid i Type in a valid Userid. » is default
Class, A Type in & valid Class. A is default
Abbreviated, B Type U or N for abbreviated report., 8

is default

Collection Interval 01:00:00
03:00:00 Elapsed Time Since Reset, 00:06:43
04:00:00 End-of-Day Time 00:00: 00

Fl2=Restore Defaults

35
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DFHOSTAT

Sample Program - CICS Statistics Print Report Selection

36

02/16/2015 03:07:48

Select the statistics reports required and press 'Enter' to validate

System Status
Storage Manager
Storage Subpools

Transaction Manager
Transactions
Transaction Classes

Temporary Storage. ‘

Temporary Storage Queues . ‘
Temporary Storage Queues by Poel
Temporary Storage Models

Files

Data Set Names
LSR Pools.

Fi=Help F3=Return to Print

1Z 1z Iz |=< IZ 1Z =< 1< < =<

Zzz 1z

Page Index

Dispatcher

Cispatcher MVS TCBs.
Loader

LIBRARYs

Program Definitions.
Programs . :
Programs by DSA and LPA
DFHRPL and LIBRARY Analysis.
Transient Data
Transient Data Queues

Logstream Global (System Logs!
Logstreams

Journals . . :
Coupling Fcty Data Table Pools

EZIZiEk ZRIZEEZREZIZI<IZKIZ

F8=Forward FlO0=Save Fl12=Restore
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DFHOSTAT

BDisplay FEilter View Print 0Options Search Help
SDSF JOB DATA SET DISPLAY JOB CICSTS52 {STCO8E38) LINE 1-17 (1T}
COMMAND INPUT === _ SCROLL ===> CSR
DDNAME  StepName ProcStep DSID Ouwner C Dest Rec~Cnt Page
JESMSGLG JES2 2 CICSUSS52 W 522
JESJCL  JES2 3 CICSUSB2 W 285
JESYSMSG JES2 4 CICSUSS52 W 780
SYSPRINT CICSTSS2 101 CICSUSS2 W 33
SYSPRINT CICSTSS2 102 CICSUS52 W 33
DFHCKXRF CICSTSS2 103 CICSUSS52 W 0]
MSGUSR CICSTSS2 105 CICSUSB2 W i8,852
CEEMSG  CICSTS52 106 CICSUsS52 W 0
CEEOUT CICST7S52 107 CICSUSS2 W 0]
SYSPRINT CICSTSS2 109 CICSUSS2 W 2}
couTt CICSTSS52 119 CICSUS52 W 0
CRPO CICSTS52 120 CICSUS52 W o}
TCPDATA CICSTSS2 121 CICSUS52 W o
SEEEEDN2 CICSTSS52 125 CICSUSS52 A LOCAL 1,783
SEEEORE3 CICSTSS2 126 CICSUS52 R LOCAL 1,783
S0L00004 CICSTS52 127 CICSUS52 A LOCAL 1786
SE0EE00S CICSTSS2 128 CICSUS52 A LOCAL 117
« ISFPCUY
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DFHOSTAT
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Display Filter View Print

Optlons

Searc

SDSF OUTPUT DISPLAY CICSTSS52 STCEB8R38 DSID

COMMAND INPUT ===>
System Status

MVS Product Name.

CICS Startup.

CICS Status :

CEC Machine Type and Model

VTAM Open Status.
IRC Status., STiie
IRC XCF Group Name,

Storage Protection,
Transaction Isolation
Reentrant Programs.

Exec storage command checking

Force Quasi-Reentrant

Program Autoinstall

« ISFPCU4

MVS/SPT.1.3
INITIAL
RCTIVE
2827-757

OPEN
OPEN
DFHIROOO

ACTIVE
ACTIVE
PROTECT
ACTIVE

No

ACTIVE

125 LINE

3

COLUMNS ©

SCROLL

2- 81
> CSR

CICS Trang

MVS
WM
WM
WLM
WLM
WLM
WLM
WLM
WLM
WM
WLM
WLM

RLS

Woerklog
Server|
Manage|
Worklaol
Servic
Report
Resour|
Geal T|
Goal V
Goal I
CPU Cr
Storag|

Status|

RRMS/MVS S
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DFHOSTAT
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+

Display FEilter View Print 0Options Search
SDSF OUTPUT DISPLAY CICSTSS52 STCEBB38 DSID
COMMAND INPUT ===)

~Dispatcher
Current ICV time

o

Current ICVR time.

Current ICVTSD time.

Current PRTYAGING time = S

MRO (QR) Batching (MROBTCH} wvalue.
Concurrent Subtasking value, .
Current number of CICS Dispatcher tasks.
Peak number of CICS Dispatcher tasks
Current number of TCBs attached.

Current number of TCBs in use

Last Excess TCB Scan

Number of Excess TCB Scans

Last Excess TCB Scan - No TCB Detached
Excess TCB Scans - No TCB Detached
Number of Excess TCBs Detached

Average Excess TCBs Detached per Scan
Number of CICS TCB MODEs

¢« [SFPCU4

Help

25 LINE 101 COLUMNS 01- BO
SCROLL ===> CSR

10, 000ms
500ms
Oms
32, 768ms
1
1
31
33
13
10
02:27:36.146154
B
02:27:36. 146154
B
o]
0
18

02/16/2015

02/16/2015
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DFHOSTAT
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Display Filter View Print Optlons

Search

Help

SDSF OUTPUT DISPLAY CICSTSS52 STCOE8038 DSID

125 LINE 123

COLUMNS O1- 80

COMMAND INPUT === A SCROLL ===> CSR
~Dispatcher TCB Modes
+
Dispatcher Start Time and Date . 10:53:24, 222542 02/069/2615
0 Address Space Rccumulated CPU Time 0000:02:26.140950 (Not Reseat)
Address Space Accumulated SRB Time . 0000:00:10,041669 (Not Reset)
0 Address Space CPU Time (Since Reset) 0000: 00:00, 1701086
fiddress Space SRB Time (Since Reset) 0000:00:00, 024835
0
cse TCBs Attached Op. System Op. System Total TCB
Mode Current Peak Walits Wait Time Dispatch Time
& ar 1 1 1,185 000D0:30:27.822743 ©000:00:00, 1685841
RO 1 1 13 00D05;:28:01. 609560 ©000:00:00, 486878
co 1 1 0 0000: 00: 00, 00DEOE ©0000:00: 00, CEEERO
SZ 1 1 2 0001:00:00.023301 0000:00:00,000012
RP e (o} 0 0000: 00:00.000008 0©000O;00:00, 0COBOE
FO 1 1 0 0000:00:;00,000000 0800;00:08,000000
SL 1 1 1 0000:31:27,. 436674 0000!:00:00,000022
S0 1 1 0 0000:00:00. 000000 ©000:00:00.000000
« ISFPCU4
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Wh at resources to tune

Ceacelece In Coneuming Ctorage

Virtual Ctorage
Below/Above the Line
Above the Bar
Above/Below Common Ctorage
Private Area
LCQA
Dynamie Ctorage Areas
Real Ctorage
Paging
CICC Modulec In LPA
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Wh at

resources 10 tune

Multi Engine Exploitation

CICC Digpatehing Mechaniem
CICC CUBTACKING
MRO / I1CC / IPIC
CMF Congiderations
Trace Congideratione
Workload Manager
Qycetome Recourece Manager (CRM)



Wh at

resources t1o0

Buffering Techniques
File Control

Temporary Ctorage
: Trancient Data
‘ LOGGER

VCAM [CR
Program Loader
DB2 and DL 1 Interfacec
VCAM RLC

tune



Wh at

resources 10 tune

Network Congideratione
Data Ctream
Compreccion
@22 @ Application Decign
ﬁ? ?l_;.,j Correct Uce Of MDTe

Ko/ Web Concideratione



Understanding ser.i

45

Performance Bottlenecke

CPU
Real ctorage
Channel Pathe
Devicec
Lineg¢

CICC cingle threaded resources
ENQ/DEQ
TcLace

Threadeafe

al

| zat
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Making a change

Do not tune for the sake of it
Tuning ean be eounter produetive

Major eonstrainte firet
Make one change at a time

Do large changes gradually Ba
Monitor at reqular Infervale

Look at systems end - Check CICS
threcholde
Look at applieations end - During design
phage

Develop Goals For Tuning Your System
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Making a change

Ciatictice

XM GCtatictice
TCLACGC Ctatictics
CM Gtatictice
VTAM Ctatictice
FCP Ctatictice
TCQ Ctatictice
TD Ctatictiee
DQ Ctatictiee
TCP/IP Ctatictice
DRBR2 Ctatictice
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Maxi mum Tasks (MXT)

Possible Starting Point:
MXT = ((Transactions/Second * 1.50) +
(# of Long Running Transactions * 1.25) +
(#of Conversational Transactions) + 25)

If Transaction/Second <1, use 6.00
If Conversational Transactions <1, use 4
If MXT <40, Use 40

MXT is used to determine the number of
Performance Blocks (PB) generated:
Total PB = MXT + estimated number of System Tasks + 1
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Maxi mum Tasks (MXT)
Pogcible Colutione

Inecreagce REGION size on JCL (REGION=0M preferred)

Inerease current EDCALIM by a
minimum of ((MXT * 1 MB) * 2)

Use TCLACC to control high volume
trancactione below the line (Next topie)
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Maxi mum Tasks (MXT)

Applid CICSTS51 Sysid CTS51 Jcbname CICSTSS1 Date 02/19/2014 Time 10:17:07 CICS 6.8.0 PAGE

L

Transaction Manager
Total Accumulated transactions so far . : 2,290

Accumulated transactions (since reset). : Transaction Rate per second. : 0.0C

Times at MXT. .
urrent Active User transactions. . . .

Peak Active User transactioms . . . . . :
Total Active User tramsactions. . . . . :

Current Running transactions. e
Current Dispatchable transactions . . .
Current Suspended tramsactions. . . . .
Current System transactions . . . . . . :

Ry

-
LN 3
o ONO M qw«& w

Transactions Del d e e Rt
Total MXT queueing time . . . . . . . . : :00:00.

Average MXT queuveing time . . . . . . . : 00:00:00.00000
Current Queued User transactions. . . ~ 0
Peak Queued User transactions . = 0

Total Queuveing time for current queued. 00:00:00.00000
Average Oueueing time for current queuved: 00:00:00.00000
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Transaction Class (TCLASS

Five reacone for ucing TCLACC

Controlling resource “hogs”
Cingle threading to protect recources
Control number of trancactione below the line
Avoid MRO “eympathy cicknege”
Uncontrollable Input
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Transaction Class (TCLASS

How do you measure the effectiveness of a TCLACC?
Why did you use TCLACCes?
Resgource Hog
Cingle Thread
MRO Sympathy Cicknescs
Control of 08 below the line

Have any taske waited?
If g0, were resources available?
cPU
Real/Virtual Ctorage
1/0 devices

How does the peak number of tacks compare to the maximum number
allow in the clags?
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Transaction Class (TCLASS

OBJECT CHARACTERISTICS CICS RELEASE = 0680
CEDA View TRANClass( DFHTCLOl )
TRANClass : DFHTCLO1
Group : DFRTCL
DEScription : Replacement for CMXT class 1
CLASS LIMITS
ctive : 001 0-95%
Purgethresh : No Ne | 1-1000000 l
DEFinetime : 06/25/13 18:50:31
CHANGETime : 06/25/13 18:50:31
CHANGEUsrid : SVTSCU
CHANGEAGEnt : CSDBatch CSDApi | CSDBatch
CHANGEAGRel : 0680

SYSID=CT51 APPLID=CICSTSS51

PF 1 HELP 2 COM 3 END 6 CRSR 7 SBH 8 SFH 9 MSG 10 SB 11 SF 12 CNCL
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Task Priority & PRTYAGE (

Cample PRIORITY
CETTINGC

255 RECERVED FOR SYCTEM TACKS
254 HIGHECT EVER UCER PRIORITY
120 MENUS
110 DATA ENTRY TACKC / TIME CRITICAL
100 EVERYTHING ELCE
90 BROWCE TYPESC
80 CPU CRUNCHERS WITH EXEC CICC QUCPEND
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Task

55

Priority & PRTYA

Uge priority settings sparingly and chould be
set acide by classes, e.q.,
Cyctem Tacke -> high 250 to 255
Normal Tagke -> 1
Certain Important Tacke -> 5

H you are going to use PRTYAGE. do not use

wide ranges for tacke.
PRTYAGE only inerementsg priority by one at
the end of the PRTYAGE period

CICS Perf

GE (
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Task Priority & PRTYAGE

Recommendation

In general, only usge trancaction priority for
eyctem trancactions.

i uced, bage priority on traneaction and
pereon, not terminal.

i uced. do not use wide ranges of priorities
when uging PRTYAGE.
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Task

57

Priority & PRTYAGE

Quegtion that has to be answered is:
Why am | uging traneaction priorities?
If the answer ig to favor important trangactions,
then why ghould | want to digpateh a lower priority
transaction over important trangactione?

The system has to be running at a very high
CPU utilization for a task not to get dispatched.

Co, the question is:
Why should | want to use precious CPU eyeles to worry
about the digpatching priority of low priority taske?

Why not uge these eyeles to dispateh tagke ingtead of

CICS Performance and Tuning 101



Region Exit Interval

Determine the maximum amount of time
CICC/TC will "cleep” When there is
no work to run

Not material in very busy systeme

CPU cycles ecan be wacsted if cet incorrectly
for low activity eysteme and/or periode

58
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nterval

Runaway

(1 CVR)

Group

DEScription

PROGram
TWasize
PROFile

PArtitionset

STAtus

PRIMedsize
TASKDATALoc
TASKDATAKey
STOrageclear

RUnaway
SHutdown
ISclate
Brexit

+ REMOTE ATTRIBUTES

OBJECT CHARACTERISTICS
CEDA View TRANSaction( TREK )
TRANSaction : TREK

: CTREK

: KVPKVEW
: 00000
: DFHCICST

: Enabled

: 00000

: Any

: Cics

: No

: 0010000
: Disabled
: Yes

PF 1 HELP 2 COM 3 END

6 CRSR 7 SBH 8 SFH 9 MSG 10 SB 11 SF 12 CNCL

CICS RELEASE = 0680

0-32767

Enabled | Disabled
0-65520

Below | Any

User | Cics

No | Yes

System | 0 | 500-2700000
Disabled | Enabled

Yes | No

SYSID=CT51 APPLID=CICSTS51
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|l nterval Runaway (1 CVR)

RECOMMENDATIONS

Cot the ICVR to legs than one second in today’s
modern procescors

If a trancaction ecancele with an AICA abend.
congider ascigning a separate value for thie
trancaction on the trancaction RDO definitione.

RDO parameter RUNAWAY defaulte to "CYCTEM” that
uses the CIT ICVR value.

However, if you code a value (500 - 2700000) instead

of uging "CYCTEM", then CICE will use the ascigned
value for the specifie trancaction.
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Mu lTtais ki ng

Giving up control:

DCCR WAIT_MVC

DCCR WAIT_OLDW

DCCR WAIT_OLDC

DCCR CUCPEND
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(DTI MEOUT)

Extended VCAM I/0
External JOURNALI/0
ECB

Non-Extended JOURNAL
External FUNCTIONG
ECB

Internal CICC TC BUFFERC
ECB TC CTRINGS
Wait for CTORAGE

CICC resource ENQ
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